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Abstract
Sub-surface scattering is always an important feature in translucent material rendering. When light travels through optically
thick media, its transport within the medium can be approximated using diffusion theory, and is appropriately described by the
bidirectional scattering-surface reflectance distribution function (BSSRDF). BSSRDF methods rely on assumptions about object
geometry and light distribution in the medium, which limits their applicability to general participating media problems. However,
despite the high computational cost of path tracing, BSSRDF methods are often favoured due to their suitability for real-time
applications. We review these methods and discuss the most recent breakthroughs in this field. We begin by summarizing various
BSSRDF models and then implement most of them in a 2D searchlight problem to demonstrate their differences. We focus on
acceleration methods using BSSRDF, which we categorize into two primary groups: pre-computation and texture methods. Then
we go through some related topics, including applications and advanced areas where BSSRDF is used, as well as problems that
are sometimes important yet are ignored in sub-surface scattering estimation. In the end of this survey, we point out remaining
constraints and challenges, which may motivate future work to facilitate sub-surface scattering.

Keywords: rendering, reflectance & shading models, real-time rendering, subsurface scattering, translucent materials
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1. Introduction

How to create photorealistic images from digital data (models or
volumetric parameters) has long been a significant challenge in
computer graphics. Researchers have been exploring physically
based solutions to simulate light transport, with the aim of minimiz-
ing the difference between the appearance of real objects and their
rendered counterparts. To achieve this, computation models are re-
quired to accurately characterize the distribution of light and the op-
tical properties of materials. Although the bi-directional reflectance
distribution function (BRDF) has been widely used to describe light
transport on the surface of objects, it is no longer a suitable option
when participating media are taken into account.

When considering translucent materials such as human skin, can-
dles and marble, the interaction of light in participating media is
crucial for achieving realistic rendering. The light transport simu-
lation within the medium is typically based on the radiative trans-
fer equation (RTE) [Cha60]. This allows for the division of scatter-
ing events into scattering, absorption and emission. Path tracing is a
popular method used in research to simulate this process, which is
still evolving fast in recent years [KGV*20, DWWH20]. Since sev-
eral scattering events occur, the estimation of outgoing radiance be-
comes increasingly complex, which leads to a significant time cost.
To accelerate this process without introducing noise, researchers
have adopted the diffusion theory [Sta95] framework, which em-
ploys approximate solutions of the diffusion equation (DE) to
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simulate the light distribution from the medium and geometry
assumptions. Since only radiant flux � incident on the surface
is required, it is well suitable for representation with the bidi-
rectional scattering-surface reflectance distribution function (BSS-
RDF) [NRH*77], resulting in different diffusion-based methods
(based on BSSRDF models). Unlike path tracing, BSSRDF mod-
els overlook full light transport within the medium, instead estimat-
ing light attenuation between the incident and outgoing points using
surface radiant flux. Although these techniques can deliver results
comparable to path tracing in simple scenes (such as flat geometry
with homogeneous materials) at efficient rates, their quality is con-
strained by diffusion approximations, which do not strictly adhere to
physical laws. However, because of their exceptional acceleration,
these methods are widely adopted in real-time applications.

While path tracing is capable of addressing virtually all types of
participating media problems, BSSRDF methods are restricted to a
subset of them. This is primarily due to their reliance on diffusion-
based models, which make several assumptions about translucent
objects. These assumptions can lead to shortcuts in materials, such
as liquids with low extinction coefficients, resulting in a clear differ-
ence between the BSSRDF approaches and other participating me-
dia approaches. To distinguish between the methods we discussed in
this survey and the general participating media approach, we sum-
marize three major limitations, including:

• Optically thick: BSSRDF approaches assume that a large num-
ber of scattering events (multiple scattering) occur in the medium.
Otherwise, diffusion approximations may result in errors. We ex-
clude some materials in which single scattering can influence
appearances significantly, such as low-concentration liquid, low-
density cloud and fog [NGD*06, KF12, SZLG10].

• Observer outside: Some participating media problems consider
a global effect, meaning the medium involves the entire scene,
including the viewpoint or camera [SDS*16, BSA12]. In contrast,
BSSRDF approaches aim only to estimate the radiance leaving
the translucent object and are limited to objects that the observer
cannot enter.

• Backlit estimation: For thick objects, the majority of light will
return to the boundary where it refracts. Many BSSRDF ap-
proaches only account for this reflectance radiance. In backlit sce-
narios where light transmits through objects, these methods can
perform poorly due to invalid approximations or insufficient in-
formation (more details in Section 5.3).

Over the years, numerous techniques for dealing with participat-
ing media problems have been developed and well summarized. Af-
ter Cerezo et al. [CPP*05] conducted a survey about light propaga-
tion in the mediummore than a decade ago, Nov’ak et al. [NGHJ18,
NGH*18] summarized its developments over the next 10 years.
Recently, Wu et al. [WWY22] introduced the newest groups for ho-
mogeneous participating media. However, all of these surveys have
only discussed methods based on path tracing, which uses Monte
Carlo (MC) to solve the problem, and none of them have focused on
sub-surface scattering problems based on diffusion theory. Liang
et al. [LQTF21] reviewed some important BSSRDF methods but
fell short of covering all aspects of them. Thus, it is crucial to catego-
rize various efficient methods of rendering translucent material. In
this survey, we provide a comprehensive overview of the BSSRDF

models and explain how they can be applied to solve or accelerate
different sub-surface scattering problems. We will investigate not
only BSSRDF methods but also other aspects related to them, in-
cluding discrete methods (finite difference and finite element [FE]),
parameter measurement, machine learning and several common
problems in BSSRDF. These techniques showcase a range of appli-
cations utilizing BSSRDF and provide a more comprehensive solu-
tion to sub-surface scattering.We will leave out various path-tracing
methods since they have already been sorted out well [NGHJ18].

In this study, we categorize and analyse years of subsurface
scattering research with BSSRDF. We investigate the relationships
among these methods and look for potential future advances. This
survey is structured as follows. Section 2 introduces the background
of sub-surface scattering, including its properties, definitions and
key diffusion theory, which serves as a firm framework for the sub-
sequent discussion. In Section 3, we describe a major alternative
to path tracing, BSSRDF models, which are derived from diffusion
theory. Since acceleration solutions are the main focus of this sur-
vey, we summarize and classify these methods in Section 4. Sec-
tion 5 discusses a wider range of efficient rendering and sub-surface
scattering applications, including measuring BSSRDF parameters,
perfecting the scattering effect and developing advanced machine
learning methods. Finally, we discuss some of the remaining limi-
tations and potential obstacles in Section 6, which could be major
future development directions.

2. Background

To enhance understanding of sub-surface scattering theories, we
compile relevant definitions and theories in this section. First, we
present an overview of fundamental volumetric light transport, in-
cluding its properties and formulas, which aims at solving the RTE.
Building upon this foundation, diffusion theory proposes an alterna-
tive framework to simulate radiance distribution within the medium
using certain approximations. Since the solution approximates vol-
umetric light transport without explicit volume construction and
can only require incident radiance on the surface, BSSRDF defi-
nitions can be employed to effectively articulate the outgoing ra-
diance. Physically based BSSRDF models have benefited from re-
search towards enhancing diffusion theory. We include all relevant
definitions in Table 1 to facilitate reference.

2.1. Radiative transfer equation

Most research assumes that translucent materials consist of a large
number of scattering and absorbing particles. When light travels
through the medium, it interacts with these particles through ab-
sorption and scattering processes, which can be described by the
RTE [Cha60], forming the basis of volumetric light transport. These
interactions are estimated using the scattering coefficient σs and the
absorption coefficient σa, which represent the density of scattering
and absorbing particles per unit distance, respectively. The density
of a scattering event occurring can be obtained by summing up the
scattering and absorption coefficients, yielding the extinction coef-
ficient σt = σs + σa. If a scattering event does occur, the proportion
of light that is scattered can be estimated using the single-scattering
albedo, α = σs/σt . With these optical properties, the RTE can be

© 2023 Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.

 14678659, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/cgf.14998 by B

eihang U
niversity (B

uaa), W
iley O

nline L
ibrary on [06/04/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



S. Liang et al. / State of the Art in Efficient Translucent Material Rendering with BSSRDF 3 of 30

Table 1: Nomenclature (top: about optical properties, bottom: about BSS-
RDF models). We use x to represent position and ω to represent direction,
where subscript i represents incident and o represents outgoing.

Notation Description

p(ω,ω′ ) phase function
g average cosine of the scattering angle
σs scattering coefficient
σa absorption coefficient
σt = σs + σa extinction coefficient
σ ′
s = σs(1 − g) reduced scattering coefficient
σ ′
t = σ ′

s + σa reduced extinction coefficient
σtr = √

σa/D effective transport coefficient
l = 1/σt mean free path (mfp)
l′ = 1/σ ′

t transport mean free path
α = σs/σt single-scattering albedo
α′ = σ ′

s/σ
′
t reduced single-scattering albedo

L(x, ω) volume radiance
Le(x, ω) medium emission
Ls(x, ω) in-scattered/incoming radiance

φ(x) fluence/irradiance
� power of the light source
�E(x) vector irradiance
Q source function
D diffusion coefficient
A reflection parameter
zb = 2AD linear-extrapolation distance
η = η2/η1 relative index of refraction
n surface normal
r = |xi − xo| scattering distance
S(0) reduced intensity transmission
S(1) single scattering term
Sd multiple scattering term
S = S(0) + S(1) + Sd BSSRDF model
Lo(xo, ωo) outgoing radiance
Li(xi, ωi ) incident radiance
Fr Fresnel reflectance
Ft = 1 − Fr Fresnel transmittance
Fdr = ∫

2π Fr · (n · ω)dω average diffuse Fresnel reflectance
R(xi, xo) ≈ R(r) diffuse BSSRDF/reflectance profile
B(xo) outgoing radiosity
E(xi ) transmitted/incident irradiance

expressed as

(ω · ∇ )L(x, ω) = −σtL(x, ω) + σs

∫
4π
p(ω,ω′)L(x, ω′)dω′

+ Q(x, ω), (1)

whereQ denotes the volume source distribution, which is estimated
as Q = σaLe(x, ω), Le(x, ω) is the medium emission. The phase
function p(ω,ω′) is the directional density of light scattered at a
point in a medium. When integrating Equation (1) and accounting
for the hard boundary of objects (which limits the transport dis-
tance), the volume rendering equation (VRE) can be obtained as

L(x, ω) =
∫ z

0
T (x, x′)

[
σa(x

′)Le(x′, ω) + σs(x
′)Ls(x′, ω)

]
dt

+ T (x, xs)L(xs, ω),

(2)

where L(xs, ω) is the incident radiance at surface point xs, z is the
distance from x to the nearest surface along ω, T (x, x′) represents
the transmittance along the path from x′ to x, and t denotes the dis-
tancewith x′ = x− tω. Ls(x, ω) = ∫

4π p(ω,ω
′)L(x, ω′)dω′ is called

in-scattered or incoming radiance, representing the collection of ra-
diance scattered to the direction ω from all directions. According to
the Bouguer–Lambert law [Lam60], T (x, x′) can be written as

T (x, x′) = e−τ (t ), (3)

where τ (t ) = ∫ t
0 σt (x− sω)ds is the optical thickness. Note that this

exponential transmittance model is undergoing a nascent improve-
ment by extending the theory of non-exponential medium to a het-
erogeneous transmittance model [d18, VJK21]. The VRE forms the
basis for path tracing, which can be solved using the integral formu-
lation of MC. For a more detailed discussion, we recommend the
report by Novák et al. [NGHJ18, NGH*18]. However, while MC
path tracing can achieve high accuracy, it is slow to converge for
complex random-walking procedures. This has motivated research
in using analytical formulas to approximate volumetric light trans-
port using a diffusion process [Sta95], leading to the development
of BSSRDF models based on diffusion theory.

2.2. Diffusion theory

With the complicated integral form, MC path tracing needs a large
number of random-walk paths to simulate the transport process in
the medium. In contrast, diffusion theory attempts to use diffusion
approximations to solve RTE. It is grounded on a crucial observa-
tion: even if the initial light distribution is extremely anisotropic, it
tends to become isotropic in highly scattering media soon because
of the multitude of scattering events. Stemming from diffusion ap-
proximations, diffusion theory often requires isotropic scattering in
the medium, which is determined by the phase function and suc-
cinctly described by the average cosine of the scattering angle, g:

g=
∫
4π
(ω · ω′)p(ω,ω′)dω′. (4)

If g> 0, the scattering is predominantly forward, while if g< 0,
it is predominantly backward. When g= 0, the scattering is consid-
ered isotropic (p(ω,ω′) = 1/(4π )) for optically thick materials. As
per similarity relations [WPW89, ZRB14], different optical prop-
erties can lead to the same rendering result after multiple scatter-
ing events. This implies that for most materials with g> 0, a sim-
ple scaling of the scattering coefficient by 1 − g can convert the
scattering from anisotropic to isotropic. Specifically, in the context
of diffusion theory, reduced optical properties are used more fre-
quently than original ones, such as the reduced scattering coefficient
σ ′
s = σs(1 − g) and the reduced extinction coefficient σ ′

t = σ ′
s + σa.

In the case of isotropic scattering, the radiance can be approxi-
mated with two terms by considering only the first-order spherical
harmonic expansion:

L(x, ω) = 1

4π
φ(x) + 3

4π
�E(x) · ω, (5)

where φ(x) = ∫
4π L(x, ω)dω is the fluence or irradiance and �E(x) =∫

4π L(x, ω)ωdω is the vector irradiance. When in the homogeneous
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Figure 1: The searchlight problem.

medium, assuming that the source function Q is isotropic, the diffu-
sion equation can be obtained by substituting this two-term expan-
sion of the radiance into RTE [JMLH01]:

−D∇2φ(x) + σaφ(x) = Q(x), (6)

where D = 1/(3σ ′
t ) represents the diffusion coefficient. The solu-

tion φ of the DE should be related to a given transport problem with
specific boundary conditions. In the scenario of an isotropic point
source (a monopole) in an infinite homogeneous medium, the clas-
sical diffusion Greens function gives an approximate solution:

φm(x) = �

4πD

e−σtr r(x)

r(x)
, (7)

where � is the power of the point light source in the medium and r
is the distance from x to the light source. σtr = √

σa/D is the effec-
tive transport coefficient. This approximate solution used in early
research [JMLH01] is not the only available solution. Different ap-
proximations result in solutions either by discarding the transient
terms and retaining only the discrete terms [CZ67], or by decoupling
diffusion from uncollided flux [Gro56]. The former is used as an
important approximation in zero-variance theory [Kd14, KGV*20]
and the latter performs better for materials with high absorption lev-
els [dI11]. Recent research has indicated that the spatial correlation
between the scattering centres in the medium can also affect dif-
fusion approximations. While classical linear transport theory pre-
sumes exponentially distributed free paths, the generalized radia-
tive transfer (GRT) theory [d19] considers spatially correlated scat-
tering centres in arbitrary dimensions, leading to non-exponential
light transport. In this instance, moment-preserving diffusion ap-
proximations involve the memory of the distance between colli-
sions in free paths. More details and discussions can be found in
recent works [d13, BRM*18, JAG18, d19, KGV*20], which are cru-
cial for enhancing diffusion approximations in spatially correlated
materials.

The solution φ in Equation (7) only describes the fluence distri-
bution from a single point source in an infinite medium. To apply
it to sub-surface scattering, two major issues must be addressed:
the source function and boundary conditions. A representative prob-
lem in this context is the searchlight problem (Figure 1). It consists
of a flat, semi-infinite and homogeneous medium, and the incident
light is only at a surface point from a single direction (the normal
of this surface). Since this incident light gives rise to a refracted ray
in the medium with exponentially decreasing intensity, the source
function aims to replace this refracted beam with point sources in-
side the medium, making diffusion approximations suitable. On the

other hand, the semi-infinite medium adds a surface constraint to
diffusion approximations, which requires the net inward diffuse flux
to be zero at each surface point xs,

∫
2π− L(xs, ω)(ω · n(xs))dω = 0.

Adding it to the DE, the boundary condition [JMLH01] yields

φ(xs) − 2AD(n · ∇ )φ(xs) = 0, (8)

where A is the reflection parameter. Following the boundary condi-
tion, the fluence should be zero at a distance zb = 2AD above the
surface, commonly referred to as the linear-extrapolation distance.
In most methods, a common solution to satisfy the boundary con-
dition is to place a negative mirrored source outside the medium
for every positive source inside the medium (see Figure 4). In sum-
mary, the diffusion approximation, the boundary condition and the
source function together form diffusion theory in sub-surface scat-
tering. Different BSSRDF models have been developed from it to
solve the searchlight problem by continuously improving these three
aspects. However, the searchlight configuration simplifies the com-
plex geometry of objects and light conditions, which are the primary
reasons that the rendering results from the BSSRDF deviate from
reality.

2.3. BSSRDF definition

The adoption of diffusion theory allows the evaluation of the attenu-
ation of radiance between incident and outgoing points using analyt-
ical formulas. To calculate the outgoing radiance Lo at the outgoing
point xo, it is necessary to accumulate the incident flux� from all in-
cident points xi that encompass the entire surface of the object. This
interaction between different surface locations is well-described us-
ing BSSRDF [NRH*77]. Given the incident flux �(xi, ωi) at the
point xi originating from direction ωi, the BSSRDF, denoted by S,
is defined as follows:

S(xo, ωo; xi, ωi) = dLo(xo, ωo)

d�(xi, ωi)
. (9)

While the BRDF operates under the assumption that light enters
and exits at the same point (xi = xo), the BSSRDF provides a more
comprehensive and precise depiction of light transport on the sur-
face of the object. Considering the incident radiance Li from all sur-
face area and all incoming directions, the outgoing radiance Lo is a
double integral,

Lo(xo, ωo) =
∫
A

∫
2π
S(xo, ωo; xi, ωi)Li(xi, ωi)|n · ωi|dωidA(xi).

(10)

Estimating the BSSRDF S in subsurface scattering is challeng-
ing due to the complex behaviour of light transport and the var-
ious parameters involved. A common approach is to separate S
into three terms: S = S(0) + S(1) + Sd , where S(0) is the reduced
intensity transmission (no scattering), S(1) is the single scattering
term and Sd is the multiple scattering term. This division is mainly
due to their different dependencies on incident directions [HK93],
and each term can be handled by specialized algorithms. How-
ever, other separations can also be seen, such as moving S(1) to
Sd [Chr15] or to S(0) [FHK14] as a whole. For multiple scattering
Sd , a product of three terms is often used to separate the effect of
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directions [JMLH01, dI11]:

Sd (xo, ωo; xi, ωi) = 1

π
Ft (η, ωi)R(xi, xo)

Ft (η, ωo)

4Cφ (1/η)
, (11)

where Ft is the Fresnel transmittance term, 4Cφ is a constant needed
for normalization and η is the relative index of refraction. R(xi, xo)
is called the diffuse BSSRDF or the reflectance profile, represent-
ing the ratio of radiance exiting at xo from xi. For convenience, R is
often considered related to the distance between two points rather
than their positions, so R(xi, xo) can be re-written as R(||xi − xo||).
In conclusion, if the reflectance profile R is derived from the diffu-
sion approximation φ, the outgoing radiance can be estimated at all
surface points. Note that Equation (11) makes assumptions about
uniform distributions for incident and outgoing light in R. Since the
modulation of the light directions in the outgoing radiance is only
determined by Ft , it is not valid when taking into account the inci-
dent and outgoing directions [FHK14, d’E14].

On the other hand, substituting Equation (11) into Equation (10)
and moving terms outside the integration yields:

Lo(xi, ωo) = 1

π
Ft (η, ωo)B(xo), (12)

where B(xo) denotes the outgoing radiosity. Furthermore, it can be
written as

B(xo) =
∫
A
E(xi)R(xi, xo)dxi, (13)

where

E(xi) =
∫
2π
Li(xi, ωi)Ft (η, ωi)(n · ωi)dωi (14)

is called the transmitted or incident irradiance. The main advan-
tage of this form is that the incoming and outgoing directions are
independent, dividing the whole estimation into two passes. All
view-independent results (such as incident irradiance E) can be pre-
computed (Section 4.1) or stored (Section 4.2) in the first pass,
significantly improving rendering efficiency. Section 4 will discuss
these acceleration methods in greater detail.

3. BSSRDF Model

TheBSSRDFmodels are derived from diffusion theory and describe
the relationship between the outgoing radiance and incident flux
on the surface. Since it ignores the complex light transport in the
medium, the introduction of BSSRDF models reduces the render-
ing time from hours to minutes. The diffusion profile R in the BSS-
RDF S (Section 2.3) is most often derived from diffusion theory or
empirical approximations, which is the final required result in many
BSSRDF models. After Jensen et al. [JMLH01] first derived a dif-
fusion profile from the classical diffusion theory, various theoretical
and empirical profiles have been proposed (Figure 2), which are dis-
cussed below.

3.1. Theoretical models

Jensen et al. [JMLH01] first used two point sources, one positive and
one negative, to solve the source function problem in sub-surface
scattering with diffusion theory. The two-point source distribution

Figure 2: A simple classification of BSSRDF models we discussed.
The classification is due to computation complexity and directional
dependence (The black labels are theoretical and red labels are em-
pirical). 1© [JMLH01], 2© [DJ05], 3© [dLE07], 4© [DLR*09],
5© [dI11], 6© [d12], 7© [YZXW12], 8© [HCJ13], 9© [FHK14],
10© [d’E14], 11© [JZJ*15], 12© [Chr15], 13© [FD17].

can approximate the true light distribution well with great accuracy,
which is known as dipole. To satisfy the boundary conditions, this
single dipole is placed near the surface. The positive real light source
is located beneath the surface at depth zr = 1/σ ′

t . The negative vir-
tual light source should be mirrored about zb, which is located at a
distance zv = zr + 4AD above the surface. For the reflection param-
eter A, it is estimated as

A = 1 + Fdr
1 − Fdr

, (15)

where Fdr is the average diffuse Fresnel reflectance. Using this con-
figuration of the dipole, the fluence is written as

φ(x) = �

4πD

(
e−σtrdr

dr
− e−σtrdv

dv

)
, (16)

where dr = ||xs − xr|| is the distance between the surface point xs
and the real source, and dv = ||xs − xv|| denotes the distance from
xs to the virtual source. Finally, R can be estimated as the radiant
exitance divided by the incident flux:

R(r) = −D (n · ∇φ(xs))
d�i

= α′

4π

[
zr(σtrdr + 1)

e−σtrdr

d3
r

+ zv (σtrdv + 1)
e−σtrdv

d3
v

]
,

(17)

where α′ is the reduced scattering albedo. The dipole model pro-
duces high-quality rendering results in minutes, which is signif-
icantly faster than path tracing. However, since the dipole makes
many assumptions about object geometry and material, it only fits
smooth, semi-infinite homogeneous materials with a single layer,
whereas translucent objects in the real world have a more complex
appearance. Moreover, this single-depth model is inaccurate under
high-frequency illumination, leading to a waxy appearance.

To overcome the drawbacks of the dipole in thin slabs and multi-
layered materials, multiple dipoles (multi-pole) [DJ05] are used to
simulate true light distribution. This infinite array of dipoles is po-
sitioned to satisfy boundary conditions at both the top and bottom
of the slab. Although the multi-pole can improve the quality of ap-
pearance with the combination of multiple layers, it still places the

© 2023 Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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classical dipole quantized diffusion directional dipole unbiased path tracing

RMSE = 0.169, SSIM = 0.775 RMSE = 0.147, SSIM = 0.785 RMSE = 0.0610, SSIM = 0.823 reference

Figure 3: Stanford bunny (made from white grapefruit juice) rendered using different BSSRDF models. While the classical dipole [JMLH01]
and QD model [dI11] cannot fully capture translucency effects, the directional dipole [FHK14] performs greatly using a ray source,
which better corresponds to refracted light from the incident direction on the translucent material surface. Image reproduced from Frisvad
et al. [FHK14].

first positive source at a depth of zr (1 transport mean free path)
in accordance with classical diffusion theory, which limits the slab
thickness. To further improve the diffusion theory, d’Eon and Irv-
ing [dI11] proposed the Quantized-Diffusion (QD) model. The QD
model utilized Grosjeans approximation [Gro56] to illustrate the
RTE with an isotropic point source in the infinite medium, which
is more accurate than the diffusion Greens function in the clas-
sical diffusion approximation. They presented the modified diffu-
sion coefficient, the reflection parameter and the extended-source
function [FPW92] to replace the classical model. This QD model
maintains high-frequency details that the dipole fails to capture, but
Gaussian weights in it are highly complex and challenging to anal-
yse (in practice, they should be pre-computed). Nevertheless, indi-
vidual modifications in the fully improved diffusion theory (such as
modifying the diffusion coefficient) can enhance previous models.
The resulting better dipole [d12] maintains the point source rather
than the extended source, making it considerably easier to imple-
ment. The better dipole provides a higher level of accuracy than the
dipole [JMLH01] without extra evaluation cost, but there remains
an accuracy gap compared to the QD model.

While decomposing Sd into a direction-independent component
R and using only Ft to modulate directional influences effectively
reduces the complexity of the model, this approach may miss
crucial translucency effects. Some BSSRDF models favour a
more comprehensive representation of Sd rather than relying on
this simple separation. The direction dipole [FHK14] takes into
account the incident direction, which is an important factor over-
looked in previous studies. Based on an analytical solution for ray
sources [MSG05], the incident direction can be considered in Sd
instead of being modulated by Ft . While previous models assume
that R is only related to distance, the directional dipole relaxes
the assumption of isotropic distribution in incident directions,
making the results closer to path-tracing references (Figure 3).
Recent forward scattering dipole [FD17] proposed a new analytical
solution to diffusion theory for highly forward-scattering materials.
Rather than light sources, it uses the propagator to simulate light
transport in the medium, which takes both incident and outgoing

directions into consideration. The forward scattering dipole has
greater accuracy in the g→ 1 medium than other models. How-
ever, since the phase function and propagator used assume strongly
forward scattering materials, it cannot be applied to a wide range
of materials.

Hybrid methods. All the limitations of theoretical models stem
from material assumptions, which MC path tracing can eliminate.
Some techniques address these restrictions by combining BSSRDF
models with MC. These hybrid methods can produce results in less
time than path-tracing andwith greater accuracy thanmost BSSRDF
models. BSSRDF models cannot work well near the surface, where
the light is highly influenced by the incidence direction and material
geometry. A simple way to address this issue is to divide the object
into two halves, where an isotropic core region is defined within
the medium [LPT05]. The photons contribute with path tracing if
they do not arrive in this core region; otherwise, the contribution is
estimated using the dipole.

Due to the high computational cost of photon random walking,
a more common solution used in hybrid approaches within path
tracing is photon mapping [JC98]. In these methods, photons are
recorded and stored as real light sources when they first scatter in
the medium along the refracted direction. The total exitant radi-
ance is estimated by summing all contributions from stored sources
using different configurations (the dipole, multi-pole and quad-
pole) of BSSRDF models, known as photon diffusion [DJ07]. Ha-
bel et al. [HCJ13] expanded this method to photon beam diffusion,
which stores photon beams rather than photon points to improve its
accuracy with the improved diffusion theory [dI11]. Considering a
refracted source beam in the medium, the R can be estimated using
MC integration from photon samples on the beam:

R(x, ω) =
∫ ∞

o
r(x, xr(t ))Q(t )dt

≈ 1

N

N∑
i=1

r(x, xr(ti))Q(ti)

pdf (ti|x, ω)

(18)
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Figure 4: Different setups of theoretical BSSRDF models.⊕ and
 are positive real and negative virtual light sources, respectively. From the
single isotropic point source (a), light sources progressively evolve into multiple sources (b), the extended source with exponentially decreasing
intensity (c, e, f), ray source (g) and propagator (h) for improved representations, accompanied by the enhancement of zb.

where Q(t ) is the extended source function and r(x, xr(t )) is the ra-
diant intensity in the improved diffusion theory [dI11]. pdf (ti|x, ω)
is the PDF of choosing ti. Unlike using complex Gaussians to fit the
QD model, the R is estimated by MC and is calculated along the
incident direction. d’Eon [d’E14] further extended the photon beam
diffusion to account for both the incident and outgoing directions,
leading to a complete (both the spatial and angular domains are 4D)
8D BSSRDF.

Discussion. The development of the theoretical BSSRDF mod-
els, including hybrid methods, has led to significant advances in
diffusion theory and the resolution of limitations in the search-
light problem. Figure 4 emphasizes the fundamental differences
between these models. Modifications to the diffusion theory are
primarily reflected in two areas: the source function and boundary
conditions. The source function aims to approximate the incident
radiance of the scene light source with real light sources in the
medium, enabling the calculation of the fluence φ(x) on the mate-
rial boundaries based on the distance between them. Although the
early isotropic single point source (Figure 4a) provides an efficient
solution, it cannot handle complex appearances and high-frequency
illumination. With multiple sources, both the multi-pole model
(Figure 4b) and QD model (Figure 4c) can produce more realistic
multi-layer rendering output, albeit at a higher evaluation cost.
However, since the extended source in the QD model considers
beams with exponentially decreasing intensity, it is more accurate
than uniform sources in multi-pole. Recent models have broken
the assumption that the reflectance profile R is independent of the
incident and outgoing directions. While the PBD model (Figure 4e)
considers incident directions by placing real light sources along
refracted incident beams, the dual beam model (Figure 4f) further
accounts for outgoing directions by collecting contributions along
refracted outgoing beams. In addition to point sources, the ray
source (Figure 4g) and even the propagator G (Figure 4h) can
also describe light transport in the medium from oblique beams,
leveraging RTE and allowing for modelling more complicated

geometries (such as unflat surfaces). All these considerations make
BSSRDF models more accurate and applicable for common mate-
rials and scenes by overcoming limitations, enabling the medium
to be layered and account for the incident and outgoing directions.

With various real light sources in the medium, the boundary
condition is employed to determine the positions of virtual light
sources, ensuring that the net inward diffuse flux is zero on the sur-
face. This requirement implies that virtual and real light sources
must be symmetric about the linear-extrapolation distance zb. In
the refining of diffusion theory, both A and D in zb are approxi-
mated more accurately, particularly D. The QD model (Figure 4c)
utilizes Grosjeans modified diffusion coefficient DG to replace the
original D. Although employing a single point source (Figure 4d),
DG can still yield an improved model accuracy. In the directional
dipole (Figure 4g), de is considered to be closer to the reference
than 2D, providing a superior approximation for the extrapolation
distance.

We have implemented several theoretical models that feature re-
flectance profile R(r) (where applicable) in the 2D searchlight prob-
lem and compared them with the ground truths of MC (as illus-
trated in Figure 5). For various absorption levels and indices of re-
fraction, we present results that exclude and include single scat-
tering [JMLH01, HCJ13]. It is worth mentioning that the BSS-
RDF models described by diffusion theory do not attempt to in-
clude single scattering [d12]. This fact mainly explains why some
results exhibit good and similar performance at larger distances
but falter in accuracy near the illumination point (r = 0). Since
classical diffusion theory tries to incorporate single scattering, the
dipole [JMLH01] performs poorly near sources, and even the in-
clusion of single scattering cannot improve its precision. In con-
trast, various improved diffusion theories (QD, PBD, directional
dipole) with modifications (such as better boundary conditions and
source function) have succeeded in matching MC ground truths
when adding single scattering. On the other hand, as absorption

© 2023 Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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Figure 5: Comparison between different theoretical BSSRDF models. In each pair of reflectance profiles R(r), results are shown without
single scattering and with it (on the right). We use a fixed σ ′

s = 1 and increase σa, which alters the single-scatter albedo. Under various
absorption levels and refraction indices, the models match the ground truths of the MC to varying degrees.

levels (σa) increase, it is observed that both the dipole and the
directional dipole tend to overestimate R(r) near the point of illumi-
nation. In such scenarios, the use of the Grosjean modification (in
QD, PBD and better dipole) can still maintain high accuracy, mak-
ing it an excellent choice for high-absorption materials. In particu-
lar, although R(r) is a useful metric for measuring precision, it may
not always be fair or sufficient. Estimating the accuracy of BSSRDF
models should consider complex scene conditions. For instance, the
directional dipole can perform better than the QD model, as its ray
source correspondsmore closely to oblique incident beams. The bet-
ter dipole has also been shown to be more accurate than other mod-
els when using spatially varying optical properties [NK18]. A more
suitable comparison may involve visual images of rendered objects
under specific conditions (object geometry, optical properties and
environmental illumination).

3.2. Empirical models

Although theoretical BSSRDF models based on diffusion theory
significantly reduce computation time, the evaluation of Sd and the
configuration of real sources (points and beams) remain too com-
plex, limiting their ability to be interactive. To address this issue,
empirical models fit these theoretical models without considering
the physics, resulting in faster rendering time. To simplify the cal-
culation, most of the profiles R of empirical models are solely con-
nected to the distance r and are combined with the texture meth-
ods (explained in Section 4.2). d’Eon et al. [dLE07] employed the
weighted sums of Gaussian distribution to fit the diffusion profile R

(dipole or multi-pole).

R(r) =
k∑
i=1

wiG(vi, r), (19)

wherewi is the weight and vi is the variances for kGaussian distribu-
tions. Since k is proportional to material complexity, multi-layered
materials require more Gaussians (around 6) to fit. The main advan-
tage of using Gaussians is their separability, which allows the entire
convolution to be translated into two 1D convolutions. However, the
number of Gaussians has a considerable impact on rendering cost,
hence in some studies R is approximated using only a single Gaus-
sian [KKCF13, Mik10].

Using Gaussians to fit the dipole model brings great simplifi-
cation, but it remains costly for real-time rendering for weighted
Gaussians, needing about 12 passes in rendering pipelines. To min-
imize cost, separable sub-surface scattering (SSSS) [JZJ*15] em-
ploys singular value decomposition (SVD) [EY36] to reconstruct
the weighted Gaussian kernel R, which requires only two passes
to generate the images. Considering that models should be artist-
friendly in production, an easier model simulates close- and far-
range scattering using only two Gaussian distributions [JZJ*15].
Christensen [Chr15] introduced a more user-friendly normalized
reflectance profile that only requires surface albedo A and mean
free path length l = 1/σ ′

t as parameters. This model aligns directly
with brute-force MC references, achieving even greater precision
thanmost theoretical models [dI11, HCJ13]. A comparison between
them is shown in Figure 6. Since the normalized reflectance profile

© 2023 Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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S. Liang et al. / State of the Art in Efficient Translucent Material Rendering with BSSRDF 9 of 30

Figure 6: Comparison of two empirical models using screen-
space methods. (a) SSSS [JZJ*15] + 15×15 filtering. (b) Nor-
malized reflectance profile [Chr15] + distance importance sam-
pling [XOKN20] (15 samples). In complex regions such as the
beard, SSSS results in too much blur, while the normalized re-
flectance profile works better.

considers surface albedo, it handles complex appearances better but
also requires more time.

Not all empirical BSSRDF models are designed to save render-
ing time. Some are used to solve specific problems. Since the dipole
model [JMLH01] cannot handle materials determined by low-order
scattering events, Donner et al. [DLR*09] proposed a data-driven
BSSRDF model derived from large-scale MC simulations, with
the aim of improving the model accuracy in materials with low
extinction coefficient. However, it should be noted that the incor-
rect implementation in their next-event estimator may lead to unus-
able results in their approach. Based on the QD model [dI11], Yan
et al. [YZXW12] presented a solution to render translucent materi-
als under complex spherical Gaussian (SG) lights. Given the prop-
erties of SG, different parameters are pre-computed and stored in
four 2D tables with complex calculations, which are then used to
render different materials.

Empirical models most often fit the scattering results directly.
Despite the lack of theoretical reasoning, these data-driven profiles
show remarkable accuracy (equivalent to or even higher than theo-
retical models) [Chr15]. While some models aim to achieve higher
precision [DLR*09], the primary objective of most empirical mod-
els is to simplify the calculation. Several issues should be consid-
ered when applying these models to production. The first is user-
friendly parameters. The parameters used in the models should be
understood by the artists and can directly affect the scattering re-
sults [Chr15]. The other is the sample distribution. A suitable choice
of samples (Section 4.2) can improve accuracy and efficiency. One
common problem with most empirical BSSRDF models is that the
input parameter related to it is only r. Ignoring incident and outgo-
ing directions is the main factor that limits the accuracy of current
empirical models. Therefore, the development of an affordable and
user-friendlymodel that takes into consideration both light and view
directions is an important future endeavour. Currently, this area still
has a significant gap (Figure 2).

3.3. Re-rendering models

A special way to acquire model parameters is through material
measurements. These methods first capture specific materials in the
real world and obtain their parameters, then re-render them with

Figure 7: SubEdit representation illustrated on a measured chess-
board material. The full R(xi, xo) matrix can be expressed as the
product of two scattering profiles at xi and xo. Figure reproduced
from Song et al. [STPP09].

high accuracy. Although most methods aim at searching for optical
properties (such as σs and σa), some researches have introduced
BSSRDF models to fit particular representations of measurable
data [STPP09, DJ06]. In this case, special BSSRDF models are
defined and used to re-render captured materials.

To make editing heterogeneous materials captured from real-
world samples easier, Song et al. [STPP09] proposed a new rep-
resentation of the diffusion profile, SubEdit. The diffusion profile
R(xi, xo) is separated into two local scattering profiles at incident
point xi and outgoing point xo to decouple the non-local behaviour
(Figure 7),

R(xi, xo) = √
Pxi (−d)Pxo (d), (20)

where d = xi − xo denotes the vector between two points. Px(d) is
the local scattering profile defined at each surface point x. To re-
duce storage, it is further approximated with the 1D parameter r
with Px(d) ≈ Px(r), where r = ||d||. Materials can be modified us-
ing this re-rendering approach by altering the local profile at each
place, and the heterogeneity is shown with different profiles at xi
and xo. Although it is not the primary target of SubEdit, the required
storage of the captured material is much less than the original 4D
R(xi, xo), indicating significant data compression. These scattering
profiles can even be decomposed [YTYM20], to further compress
the measured data and reduce the memory cost.

The local profile Px(r) in SubEdit is radially isotropic for lower
storage. Therefore, the strong anisotropic scattering behaviour from
narrow discontinuities is difficult to capture if the distance between
the measurement points is not small enough. Since the main reason
for isotropy is the 1D radial function Px(r), a direct solution is to
use the 2D vector d = xi − xo instead of r (Equation 20) [SW13].
Recently, another approximation has been proposed [YYM20] to
represent this anisotropic scattering profile. Following two assump-
tions that materials are optically thick, and the local profile changes

© 2023 Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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Figure 8: Human faces rendered with the biophysically based model. The illustration depicts 30- and 80-year-olds with a Mediterranean
complexion for the male and Caucasian skin for the female. The small inset shows the different scattering profiles for each: A and B corre-
spond to the elderly and young males, while C and D correspond to the elderly and young females. Image reproduced from Iglesias-Guitian
et al. [IGAJG15].

smoothly, Equation (20) can be transformed and further approxi-
mated as a weighted sum of Gaussians [dLE07]:

R(xi, xo) = 1

2
(Pxi (r) + Pxo (r))

= 1

2

∑
h

wxi,hGσh (r) + 1

2

∑
h

wxo,hGσh (r).
(21)

To reflect the radial asymmetry, the weights wxo,h are kept on
a map centred on xi, with wxo,h =Wxi,h(d), where d = xo − xi.
And wxi,h can be interpreted as Wxi,h(0). Compared to previous
work [SW13], this re-rendering model can be calculated easily and
applied in real time. However, the two assumptions used in this
model may pose a difficulty that can increase relative inaccuracy.
Although the accuracy can be improved by adding additional Gaus-
sian terms, this comes with a longer rendering time.

Human skinmodels. Since human skin is used in a wide range of
applications, it is the most popular field that requires special BSS-
RDF models. In the real world, skin has complex structures with
many biophysically based characteristics, resulting in a multi-layer
structure with complex appearances. The simplest structure consid-
ers the skin as a two-layer model (epidermis and dermis) [GHP*08].
This basic skin model can be improved by adding an extra absorbing
layer (between two scattering layers) [DWd*08] for a more com-
plete light interaction. The full light transport in this model requires
summing a series of convolutions, which simulates the repeated
propagation of light between two layers.

Light absorption in the skin is largely based on various types of
chromophores (such as melanin, haemoglobin etc.), which produce
different effects for different wavelengths of light. Compared to
conventional RGB channels, spectral BSSRDF models prove to
be better choices. After a spectral representation of skin proper-
ties [DJ06] is used for biophysical considerations, Iglesias-Guitian
et al. [IGAJG15] considered skin aging with more skin layers,
making this biophysically based model more complex but more
accurate. With the wavelength λ in each layer, σa is represented as

the mixture of all the absorbing chromophores, and σ ′
s is seen as the

sum of the Rayleigh andMie scattering. Due to highly sophisticated
computation, this five-layer skin model is able to represent a wide
variety of skin behaviour and has the maximum accuracy for skin
rendering (Figure 8). Since the stratum corneum and hypodermis
have always been ignored or simplified in the basic structure of
the skin [DJ06], it can only represent a fraction of the changes
mentioned above.

In biophysically based models, the absorption in each skin layer
with the wavelength of light λ depends on different volume frac-
tions of various chromophores. Unfortunately, except for complex
biophysical parameters, it is also difficult to transform the represen-
tation from spectral space to RGB, which may lead to significant
errors. However, considering the structure and physical composi-
tion of skin in particular, these models with spectral representations
can re-render human skin with high accuracy.Withmeasured data, it
can reproduce a wide range of heterogeneous and complex skin ap-
pearances.

4. Acceleration Methods

The use of BSSRDF models simplifies the sub-surface scattering
problem from volume to surface. The radiance estimate at one shad-
ing point xomust combine the contributions from all n surface points
xi. When all the n shading points on the surface are considered,
rendering the entire object results in an O(n2) algorithm (Equa-
tions 12–14). Jensen and Buhler [JB02] proposed that incident ir-
radiance E at surface points could be pre-computed as irradiance
samples and re-used. The usage of irradiance samples offers signif-
icant potential to speed up the estimation even further. Estimation
at xo from all irradiance samples can be accelerated by reducing the
sample count, pre-computing light attenuation from the sample po-
sitions, or even storing them in 2D textures. Table 2 shows the main
characteristics and the most classic work in each field. In particular,
the computational complexity of each method only demonstrates
how they select and evaluate irradiance samples. Although O(n2)
in texture methods means that at the shading point, each sample is

© 2023 Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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Table 2: Summary of the main characteristics of different acceleration methods (top: pre-computation, bottom: texture methods). The table shows their imple-
ment passes (steps), computational complexity, rendering rates (from one dot to five dots, representing the improvement of efficiency) and main limitations.

Methods Years Steps (� denotes an extra pre-processing is in need) Complexity Rendering rates Main limitation

Point-patch [JB02] 2002–2021 Sample construction → contribution gathering O(n log n) • ◦ ◦ ◦ ◦ Large sample count
PRT [WTL05] 2002–2008 � coefficient projection → irradiance reconstruction O(n) • • • ◦ ◦ Static scene condition
Pre-integration [PB11] 2011–2015 � simple pixel shader O(n) • • • • • Low accuracy

Texture space [dLE07] 2002–2007 Irradiance map → image filtering O(n2) • • • ◦ ◦ Many-object problem
Camera-light space [DS03] 2003–2017 Translucent shadow map → view space connection O(n2) • • • ◦ ◦ Many-light problem
Screen space [JSG09] 2009–2021 Main pass rendering → post processing O(n2) • • • • ◦ Information lost

considered, they can reduce samples by importance sampling or a
suitable filtering kernel size.

4.1. Pre-computation

Pre-computation is a kind of solution that pre-computes information
and evaluation throughout the scene as much as possible, avoiding
complex computation in the run time. Derived from Equation (13),
the radiosity Bo can be evaluated using the discretized form Bo =∑

k EkF for simplicity, where F is the throughput factor. Since the
repeated evaluation of incident irradiance Ek at surface points is a
primary cause of the complexity, Ek is often pre-computed as irra-
diance samples and clustered, resulting in a O(n log n) algorithm.
In addition, the throughput factor F can also be pre-computed, de-
creasing the complexity from O(n2) to even O(n).

4.1.1. Point-Patch methods

A simple option to accelerate sub-surface scattering calculations is
to divide the scattering process into two passes [JB02]. In the first
pass, several surface points are chosen as samples, and their irra-
diance is evaluated. The number of these surface samples should
be large enough, and the sample distribution should be uniform,
making samples sufficiently representative of the entire surface. All
the locations and computed irradiance of these samples are pre-
computed and saved. In the second pass, the contributions from all
samples to the current shading point are summed using the BSSRDF
model. Since all of the information is pre-computed, the sample ir-
radiance can be directly obtained from stored data, significantly re-
ducing computation time.

The unsophisticated approach described above has two major is-
sues that need to be considered. The first is the sample representa-
tion. A simple point sample is always insufficient to represent an
area, even if the distance between samples is small. Although il-
lumination in a small area can be considered identical, R(r) carries
with distance. As a result, instead of using the contribution from sin-
gle points (Point), the contribution from the adjacent area (Patch) is
applied [MKB*03a, CHH03, SSWN13] as the throughput factor F .
The second issue is the large sample count. In practice, since accu-
mulating contributions from all samples for each shading point is ex-
pensive, the number of contributing samples at the current shading
point should be reduced. A simple way is to consider only samples
in the vicinity of outgoing points [HBV03, HV04, KLC07] owing

to the locality of subsurface scattering. However, sub-surface scat-
tering is more often a global phenomenon. Using only surrounding
samples may result in the loss of contributions from other areas. A
better solution is clustering, which uses hierarchical structures to
organize all samples [JB02, AWB08, WLLC14, MBG*19]. In the
following, we discuss these Patch and clustering techniques in de-
tail:

Patch techniques: Different Point-Patch methods can be classi-
fied as Point-to-Point, Point-to-Patch and Patch-to-Patch, depend-
ing on the throughput factor F . The simplest Point-to-Point model
directly considers the contributions between two points, where F
equals R(xi, xo). Since the throughput factor of a single point is in-
accurate in representing an area, a better throughput factor is to inte-
grate R from regions rather than points. Assuming the same illumi-
nation in a small region A, the resulting Point-to-Patch throughput
factor represents the contribution from Ak to xo [MKB*03a]:

F (Ak, xo) =
∫
Ak

R(xi, xo)dxi. (22)

A further consideration, the Patch-to-Patch model, takes both in-
cident and outgoing regions into account for more complete rep-
resentations. It is associated with the concept of radiosity tech-
nique [GTGB84], which is used for the illumination from a closed
reflectance environment. The whole scene is represented as a set
of surface patches. The radiosity of each patch is summed from
all other patches, which is represented as a linear system, and can
be solved by iterative processes (each iteration resembles a single
bounce of radiosity transport). The diffuse scattering throughput
factor Fi j between two patches Pi and Pj follows:

Fi j = 1

Ai

∫
xi∈Pi

∫
x j∈Pj

R(x j, xi)dx jxi, (23)

where Ai denotes the area of Pi. With pre-computation of Fi j, the ir-
radiance, outgoing radiosity and ultimate radiance can be estimated
sequentially during three passes [CHH03]. A better option is to keep
the initial radiosity of the scene in the matrix L [SSWN13], and
then update this matrix with the form factor matrices to get the fi-
nal radiosity of the entire scene. Compared to the three-pass algo-
rithm [CHH03], the matrix considered the entire scene with n light
bounces (which included both reflection and scattering) rather than
the object with only one bounce, leading to higher accuracy.

© 2023 Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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Figure 9: Multi-clustering in a multi-light problem. Only building
one single cluster for irradiance samples b j suffers from the increas-
ing number of light sources (left). The same clustering technique can
be applied to light sources to reduce the number of paths (li, bj, e)
(right). Figure reproduced from Arbree et al. [AWB08].

Clustering techniques: Directly accumulating contributions
from all irradiance samples can be computationally demanding due
to their sheer number. However, given that samples from large dis-
tance areas contribute with minor variations, they can be grouped
into a single sample, thereby reducing the overall sample count.
Clustering is a technique that uses hierarchical structures to orga-
nize irradiance samples, with each node representing illumination
information in all its child nodes, containing the total irradiance, the
total area represented and the average location. The outgoing radi-
ance is computed by traversing the hierarchical tree from the root.
This traverse stops only when it reaches the leaf node or when the
current node is accurate enough, which is checked with an error cri-
terion. Since samples at high-level nodes are used to replace all their
leaf nodes, clustering is always faster than adding the contributions
from all irradiance samples directly.

At first, only an octree is used to organize samples [JB02].
Since the number of light sources has a linear relationship with
the algorithmic complexity, this single cluster of irradiance sam-
ples is incapable of handling the scenario with several lights.
Some multi-cluster structures are proposed to overcome this prob-
lem, where another cluster is often built to organize multiple light
sources [WABG06]. The pixel intensity can be estimated using all
the connections between two trees. To accommodate sub-surface
scattering, a connection triple (li, bj, e) [AWB08] is constructed,
including light samples li, irradiance samples bj and a single eye
sample e. The triple represents a light transport path from the
light sources to the camera and is constructed from the selected
cuts in two binary clusters (Figure 9). The final radiance can
be estimated by summing the contributions of all the triples by
about e.

The hierarchical tree is not the only structure employed in clus-
tering approaches. The matrix format is another useful choice for
storing contributions from light sources and surface points, as it
can directly estimate the final pixel intensity using matrix multi-
plication [WLLC14]. This matrix representation is convenient for
both clustering and estimation, but it needs more memory to rep-
resent extra connections among samples. Furthermore, the multi-
light problem is not the only target of multi-clustering. In addition
to light sources, the second tree structure can be employed for shad-
ing points in the screen space to accelerate rendering [MBG*19].
The main target of the second tree is to use frequency analysis to

group similar pixels, which is significantly faster than single-tree
searching [JB02]. However, it remains a challenge for small objects
and high-frequency details.

Combining clustering techniques and Point-Patch methods is an
effective way to accelerate the estimation process with fewer ac-
curacy loss. Different multi-clustering structures can handle vari-
ous scene conditions well, but some challenges remain. First, the
choice of samples is a typical problem in clustering techniques. Us-
ing pre-defined and fixed irradiance samples is not a good idea, since
an inappropriate sample distribution wastes samples in unimpor-
tant regions and leaves out details in high-frequency regions. The
recent adaptive sampling scheme [NI21] generates irradiance sam-
ples dynamically rather than pre-defined. This mesh-based irradi-
ance sampling assigns more samples to surface points with high
contributions, resulting in a higher accuracy than other methods.
Second, although Point-Patchmethods are accurate enough, they are
still costly for real-time applications due to the large sample count
and 3D hierarchical structures. In the future, a suitable solution is
still needed to reduce samples and package structures into simpler
forms.

4.1.2. Pre-computed radiance transfer

After pre-computed radiance transfer (PRT) is proposed [SKS02] to
compress and store the complex data of environmental illumination,
similar ideas were applied in sub-surface scattering. The introduc-
tion of PRT can reduce the costly computation of the scattering ra-
diance from complex integral to simple dot products by projecting
the irradiance [LGB*02] or the light transport function [WTL05,
XGL*07, WCPL*08] with different basis functions. These PRT-
based schemes in sub-surface scattering are also described as two-
pass algorithms similar to Point-Patch methods. First, the irradiance
or light transport is projected onto the chosen basis and then in the
second pass, Equation (13) can be re-constructed with the corre-
sponding coefficients. The early methods [LGB*02] projected the
irradiance using spatial basis functions ψi(x). Since projection co-
efficients and throughput factors are calculated during the prepro-
cessing stage, the outgoing radiosity can be estimated directly with
a matrix vector multiplication.

Instead of irradiance, the light transport function directly repre-
sents the integral contribution of surface areas, combining both the
irradiance and the throughput factors. Because the outgoing radios-
ity can be obtainedwith only a weighted sum, it is a more convenient
and suitable factor than irradiance in the PRT projection. In this case,
the diffusion profile R is approximated as a linear sum of the basis
functions. The challenge is that finding a fitting basis function is
difficult. The wavelet basis [WTL05] cannot provide enough feed-
back for small changes. Although the non-uniform piecewise poly-
nomial basis [XGL*07] can solve it, further steps are required to
secure a sequence of knots partitioning the spatial domain. A more
flexible approach is to use principal component analysis (PCA) to
determine the basis functions rather than pre-defined [WCPL*08].
For a given R, it can be discretized as a matrix, where SVD can
be applied. The PCA analysis allows for greater flexibility in se-
lecting the basis functions, leading to smaller approximation errors.
Although the storage of R in the pre-computation is substantial, it is
not required during the rendering time.

© 2023 Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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Figure 10: Pre-integration of diffusion profile R. The effect of scat-
tering D is pre-integrated on a spherical, then it is stored into a
BRDF lookup indexed by curvature and N · L. Figure reproduced
from Penner and Borshukov [PB11].

Although PRT has limitations in terms of scene conditions,
PRT-based methods are suitable for interactive material editing
without complete recalculation due to the compact data repre-
sentation. Since all projection coefficients are stored in textures,
scattering results can be changed by updating textures promptly
when users modify the material parameters [XGL*07, WCPL*08].
Since scene adjustments support both BSSRDF parameters and
light conditions (relighting), PRT-based methods are more versa-
tile than Point-Patch methods, as the latter requires constant geom-
etry, light environment and material properties (static scene) after
precomputations.

4.1.3. Pre-integration

Since integrating irradiance over the whole surface is costly with
the reach of graphics hardware in the early years, it motivates the
approximation that the scattering effect can only be considered at
the local shading point. Simon [Sim04] tried to wrap diffuse light-
ing to reduce the contrast of diffuse lighting, with the aim of simply
simulating light scattering. An improved method is pre-estimating
the integral of R in Equation (13), which is a completely different
idea of pre-computation. The key assumption is that, with the flat
boundary under uniform directional light, there are no visible scat-
tering effects [PB11]. Therefore, visible scattering only comes from
the mesh curvature, bumps of the normal and shadows. Assuming a
spherical surface, the integral of R(r) reads:

D(θ, r) =
∫ π

−π cos(θ + x) · R(2r · sin(x/2))dx∫ π
−π R(2r · sin(x/2))dx , (24)

where θ is the angle formed by the normal N and light direction L,
and r is the surface curvature. In the implementation, Equation (24)
is pre-computed and stored in a 2D table (Figure 10). As a result, the
scattering radiosity in Equation (13) can be estimated as D · E(xo)
using a simple pixel shader like BRDF, without considering the en-
tire surface.

Other similar curvature-dependent methods can be also seen in
pre-integration [KDM11, KTM15]. Except for the difference in the
evaluation of the integral of R, these methods are all independent
of the scene conditions, therefore can be pre-computed and saved.
The final result can only be estimated using a single pixel. Note

that integrating R with the mesh curvature is not the only way to
approximate subsurface scattering, the consideration of hybrid nor-
mals [MHP*07] can also produce high-quality results. These pre-
integrated methods have the lowest cost among the subsurface scat-
tering solutions, making them widely used in production, particu-
larly in mobile applications. However, the computation with only
one pixel severely restricts its accuracy, resulting in a significant di-
vergence from the truth.

4.2. Texture methods

The storage of samples is at the core of most pre-computation tech-
niques. The samples are typically organized into 3D hierarchical
structures that are unsuitable for GPU architecture. To accelerate
rendering using the GPU, several methods have been proposed that
map information from 3D space to 2D textures, allowing all esti-
mations to be calculated on textures. Although some features may
be missing from the mapping, these methods have the potential to
significantly improve efficiency, allowing for real-time rendering.
Additionally, texture-based methods can reduce the storage require-
ments for massive samples of information.

4.2.1. Texture space

Constructing a one-to-one mapping is a direct way to store 3D sur-
face points in 2D textures. It can be seen as a 2D parameterization
of the object’s surface. Early mapping techniques involved splitting
the mesh into a large number of triangle chunks and projecting them
onto the plane [LGB*02], or using a multi-resolution meshed atlas
(MMA) to store surface samples [CHH03]. These methods require a
preprocessing stage to map the surface, and the seam artefact of dis-
crete triangle packing should also be considered. A more straight-
forward way to represent the surface irradiance in a texture is the
irradiance map, which can avoid the preprocessing of splitting the
mesh. As Borshukov and Lewis [BL03] presented, the irradiance of
surface points can be rendered to a texture map, and a GPU-based
method [GSM04] is used to create this map by transforming all ver-
tex positions into their 2D texture coordinates. Additional textures
can be used to store additional information (such as normals and
positions) for greater accuracy [GCZ*08].

The main advantage of texture methods is their estimation of 2D
textures, which can significantly accelerate rendering. Using the ir-
radiance map, the integral on the surface (Equation 13) can be repli-
cated in the texture and estimated in two ways: image filtering and
importance sampling. Image filtering is best suited to the sum of
Gaussian model [dLE07]. For complicated materials (such as three-
layer skin) with a total of six Gaussians, each Gaussian convolution
can be predicated on the previous result, resulting in various blur
levels (Figure 11). The choice of sampling pattern is an important
factor for higher efficiency in image filtering, where a straightfor-
ward idea is to reduce the sampling density due to the distance from
the origin [DS03]. A two-ring sampling scheme [HBH09] is pro-
posed to reduce samples. The inner ring is for mid-distance scatter-
ing, and the other is for wide-distance scattering. Only 13 samples
with weights (including the centre point) can accurately estimate the
scattering, rather than 70 samples in Gaussians.

© 2023 Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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Figure 11: Irradiance map in texture space with two blurred ver-
sions (left). The irradiance map is subjected to various Gaussian
convolutions, resulting in blurred levels, and the final scattering
effect is the weighted sum of these maps. Image reproduced from
Jimenez et al. [JSG09].

MC importance sampling is another type that is distinct from
image filtering. It chooses samples from the inverse CDF solution
for fewer samples. Since most diffusion profiles R(r) lack analyt-
ical solutions for the inverse CDF, a good approximation of PDF
p(x) [CLH*08] or the inverse CDF [XOKN20] is often sought. Im-
portance sampling allocates more samples to areas with greater con-
tributions than constant sampling in image filtering. As a result,
given the same number of samples, importance sampling is gen-
erally more accurate. However, a poor approximation may result
in unsatisfactory results. Texture-space approaches encounter two
common issues. The first problem is texture distortion. While the
surface points are parameterized in the texture, the real distance be-
tween two points or the surface area of the point may be distorted,
leading to incorrect diffusion computation. This problem should be
solved by computing texture stretch [dLE07], or using a fit param-
eterization [YBS04] to modulate the filter. The second limitation
is that the object model needs a parameterization to obtain texture
coordinates of vertices, which may be lacking in some applications.

4.2.2. Camera-light view

The irradiance map stores information from the entire surface of an
object. However, not all surface irradiance is required for scattering
estimation. Since all of the outgoing light originates from surface
points with incident illumination, the outgoing radiance can be es-
timated if the positions and irradiance of only all incident points
are known. Therefore, instead of storing the entire surface irradi-
ance, only the surface points lit by light sources are necessary for
accurate scattering estimation. This irradiance information from in-
cident points is most commonly obtained from the light view. Subse-
quently, the scattering is estimated using the camera view, resulting
in camera-light view approaches.

One early method of storing information from the light view is
to use shadow maps [Wil78]. As it is rendered from the direction of
the light source, it fits the storage of subsurface scattering nicely
with only a little extension, resulting in the translucent shadow
maps (TSM) [DS03]. Each TSM pixel stores the depth, 3D posi-
tion, irradiance and surface normal of a single incident point. A
two-pass algorithm is used, where the first pass generates the TSM
from light directions and the second pass estimates the scattering ra-
diosity from the camera direction. However, a significant issue with
the TSM is the simple selection of incident points that contribute to

Figure 12: Diagrams of TSM (left) and splats (right). While TSM
projects shading points in light view to obtain irradiance samples,
splats are a better option to determine which irradiance samples
can contribute to shading points.

the shading point xo. Selecting surrounding points around projected
points results in an unavoidable loss of contributions from other
incident points. To address this problem, a novel concept called
splats [SKP08] is proposed to establish a deeper connection be-
tween the light view and the camera view. The splats are a series of
quads parallel to the screen (Figure 12) that are generated at each xi
from the light direction or based on triangular meshes [NRS14], rep-
resenting the area of contributions from xi to the camera. In the cam-
era view, all the contributions of associated splats (where the pro-
jected point of xo lies) are calculated and accumulated for each pixel.
Leaving for quick selection of the corresponding incident points that
contribute to xo, the splat method is faster and more precise than
the TSM.

When discussing camera-light view methods, two major issues
should be addressed. First, since the irradiance of incident points is
obtained from the light view, it suffers from the many-light prob-
lem, as seen in shadow maps. When the camera direction changes,
all computations are re-estimated. A solution to this problem is the
scattered radiosity map [DCFMB17], which stores rendering results
from defined directions. By sampling and averaging these maps, re-
sults from any direction can be rendered to avoid repetitive estima-
tions. The distribution of the incident point sample is the other con-
cern. When it comes to splatting, both the number and size of splats
should be considered carefully, or an unsuitable configuration may
lead to patchy artefacts. The clustering technique is a great solution,
which not only speeds up the rendering but also avoids patchy arte-
facts with adaptive sampling (Figure 13). In hierarchical splatting,
all splats are organized in clusters due to the scene conditions, so the
splats can be adaptively adjusted [CPZT12]. Unfortunately, prob-
lems still remain for sample selection, which is highly dependent
on lighting conditions. Therefore, a sudden change in illumination
may result in temporal flickering.

4.2.3. Screen space

A key observation is that the invisible surface, such as the back-
face of objects or the surface outside the viewport, does not ap-
pear on the final screen, therefore it is unnecessary to compute the
scattering on them [JSG09]. It means that moving the whole pro-
cess of estimating from texture space to screen space is accurate
enough to figure out how scattering works, which has better render-
ing efficiency than the texture space and light view. Solely using the
information on the screen space, the estimation of subsurface

© 2023 Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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Figure 13: Comparison of splatting with and without adaptive
sampling. (a) Ground truth. (b) Chen et al. [CPZT12] (40 fps).
(c) Shah et al. [SKP08] with similar quality (3 fps). (d) Shah
et al. [SKP08] with a comparable rendering speed. At this rate,
the results have visual artefacts. Images reproduced from Chen
et al. [CPZT12].

scattering is a post-processing step in the screen-space algorithm
(Figure 14). The diffusion profile R is applied to the diffuse part of
an image that has been rendered without scattering. Note that the
pixels with high depths or gradients have a greater distance, even if
they are close to the screen space. Therefore, extra stretch factors
should be multiplied by the kernel width.

The advantage of the screen-space method is the independence
of both the object and light number, resulting in noticeable acceler-
ation. However, it is accompanied by a lack of information, leading
to the following limitations: • The lack of geometry leads to a mis-
judgment of the real distance between two adjacent points on the
screen. • The lack of backface irradiance makes evaluating translu-
cency impossible. • For those points near the screen border, the lack
of irradiance outside the viewport causes a mis-calculation.

Somemethods attempt to solve these limitations by improving ac-
curacy at the cost of additional storage or time. Backface irradiance
can be saved in an extra buffer [Mik10], or stored at different depths

Table 3: Characteristics of three texture methods. Per-object, per-light:
whether the texture is calculated for each object or each light. Translucency:
whether the methods can show translucency effects. Distance: whether the
distance between two points is distorted.

Methods Per-object Per-light Translucency Distance

Texture space
√

✗ ✗ Distortion
Camera-light view ✗

√ √
Real

Screen sapce ✗ ✗ ✗ Distortion

with numerous layers [MESG11]. These layers can substantially im-
prove rendering accuracy, but the rendering time also increases as
the layers increase. Since the screen-space method often fails in the
silhouette of the surface, a cross-bilateral filter [Mik10] is proposed
to handle it. Due to the small ratio between the projected area and
the actual surface in screen space, insufficient sampling density can
result in a lack of details. In this case, an additional kernel is a good
solution to detect the silhouette.

In recent years, the improvement of screen-space methods
has been supplemented with additional methodologies. While the
screen-space method lacks translucency effects, the introduction of
the splat into the screen space [MR20] can consider them, improv-
ing the evaluation of large-distance scattering. Xie et al. [XOKN20]
combined adaptive sampling to improve the efficiency of the screen-
space method. This temporal anti-aliasing (TAA)-based sampling
adjusts the sample count with the variance of the rendered im-
ages, producing a significant speedup. However, when the history
frame is not available, the estimation requires raising both the sam-
ple count and the pass time. A better solution is to use control
variates (CV) [XO21], which tackle the sample domain instead of
the shading domain to avoid this problem. The combination of the
screen-space method and other methodologies still has great poten-
tial. Since the post-processing step is efficient enough, using ad-
ditional calculations that can break the limitations is an important
direction to further improve its accuracy. Meanwhile, the balance
between accuracy and efficiency is also an important consideration.

Discussion. Each of the three texture-based approaches has its
own pros and cons (Table 3). The irradiance map in texture-space
methods considers all of the irradiance samples on the surface and

Shadow Maps Stretch Maps Irradiance Map Convolutions Final render Bloom

Shadow Maps Final render Convolutions Bloom

Repeat for each model

Repeat for each model

Figure 14: Schemes of the pipeline in texture-space (top) and screen-space (bottom) strategy. Figure reproduced from Jimenez et al. [JSG09].
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should be generated for each object in the scene. Although it allows
for a thorough search for the irradiance anywhere, in practice only a
tiny kernel size is evaluated. These methods suffer from the many-
object scene for increasing computation and storage. In addition,
since not all surface points can contribute to visible points, they lead
to a waste of time and memory. Camera-light view methods trans-
form the storage of irradiance samples from the object surface to the
light view, making them independent of the object count. Although
they address the many-object problem, the new many-light problem
is introduced because each light source requires its own buffers. To
build the connection between the light view and the camera view,
additional storage (such as position) is also required. However, this
information allows them to estimate large-distance scattering well,
whereas the texture-space and screen-spacemethods perform poorly
for sampling range and distance distortion. Screen-space methods
only estimate the scattering in the rendered images. These methods
fit both the many-object and many-light scenes well, which have
the highest efficiency of these three kinds. Despite the limitations
caused by a lack of information in the screen space, screen-space
approaches remain the dominant trend in real-time sub-surface scat-
tering research due to their low cost.

5. Other Related Topics

In this section, we explore some additional consequences of effec-
tive sub-surface scattering beyond multi-scattering. Discrete meth-
ods utilize discretization to extend diffusion from the surface to
the volume. BSSRDF measurements capture parameters from real-
world materials. On the other hand, translucency, single scattering
and heterogeneousmaterials present significant challenges in the es-
timation of BSSRDF, with the former two often being neglected de-
spite their critical role. Furthermore, heterogeneous materials pose
a general issue in surface BSSRDF models. Additionally, we intro-
duce some advanced machine learning methods, which open up a
new avenue in sub-surface scattering.

5.1. Discrete methods

A significant limitation of BSSRDF models is that they evaluate
scattering from surfaces only, which fails to represent volumet-
rically heterogeneous materials. This limitation can be overcome
by the discrete method, a specialized method for efficient subsur-
face scattering. The discrete volumes are used for the first time to
represent the objects [BLSS93]. As the DE [Sta95] is proposed,
Schweiger et al. [SAHD95] explored a FE solution to it in medical
imaging. The discrete method can be viewed as a compromise be-
tween the BSSRDFmethods and path tracing, which is derived from
the same DE as the BSSRDF models. However, in contrast to BSS-
RDFmethods, it aims at volume instead of surface, which partitions
the translucent object into discrete cells (grids or volumes). While
representing volumetric parameters such as path tracing, some dis-
crete methods can still maintain the interactive rates.

5.1.1. Finite difference (FD)

In discrete methods, the critical step is to divide the object volume
with a continuous domain into discrete cells. To achieve this, the FD
method constructs volumetric grids to represent volumetric optical

Figure 15: Packing grid into textures. The texture representation
makes the linear system be solved on GPU. Then a hierarchical
structure is built, which can further accelerate the convergence of
the system. Figure reproduced from Refs. [WZT*08, WWH*10].

properties. The radiance is stored in each grid node and propagated
along the connections between nodes. One effective choice for vol-
umetric grids is the polygrid [WZT*08]. In a polygrid, the nodes
are divided into boundary nodes and interior nodes. Each interior
node has six connections and is uniformly distributed. The bound-
ary nodes are connected to an interior node and aligned to the ob-
ject surface.With the polygrid representation, the DEwith boundary
conditions can be rewritten as

6∑
j=1

w jiκ (v j )φ(v j ) −
⎛
⎝ 6∑

j=1

w ji

⎞
⎠κ (vi)φ(vi) − u(vi)φ(vi) = 0,

(25)

φ(v′
i ) + 2Cκ (v′

i )
φ(v′

i ) − φ(v′
j )

dji
= q(v′

i ), (26)

where vi is the interior node and v j is one of six nodes with weight
w ji that are directly connected to it. v′

i is the boundary node, and
v′
j is the only interior node connected to it with a distance of dji.
q(v′

i ) represents the incident radiance. The representations of all the
nodes can be seen as a system of linear equations that can be solved
iteratively with the relaxation scheme [Sta95] until convergence.

Unfortunately, the building of polygrid is complex and only suit-
able for simple geometry without sharp features, which is a sig-
nificant limitation. As a solution, QuadGraph [WWH*10] offers a
more effective volumetric grid structure. The QuadGraph is based
on tetrahedrons instead of cubes in the polygrid. As a result, it has
no limitations on object geometry, making it suitable for materials
with arbitrary shapes. On the GPU, the process of solving linear
problems can be accelerated (Figure 15). The scattering properties
of the entire grid are initially packed into a set of 2D textures, and
then a hierarchical structure is created based on the textures. Due to
its texture storage, users can directly edit the scattering properties
in the texture, making it suitable for material editing.

© 2023 Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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5.1.2. F inite element (FE)

Unlike the FD solution, light propagation in the FE method is based
on discrete volumes rather than on grid nodes. Since it eliminates
the need for grid construction, the FE method can simplify the pre-
processing step and automatically avoid the restrictions of complex
geometry. A complete FE scheme with full physical considerations
comprises three major calculation results: diffusive source bound-
ary condition (DSBC), finite element diffusion equation and render
query function [AWB10]. These results are calculated using a tetra-
hedral mesh and correspond to three main steps of light transport in
discrete volumes (incoming, propagating and outgoing), which are
more accurate than the incorrect diffusion formulation in FD solu-
tions [WZT*08]. However, since these sophisticated procedures in-
volve physical considerations that cannot be executed on the GPU,
they require a high computational cost and take minutes to produce
noise-free images.

Although the highly accurate FE scheme requires a significant
time cost, it can be accelerated using some approximations. With
a tetrahedral mesh, the discrete divergence at each vertex xi can be
approximated using the Voronoi region surrounding it [LSR*12].
This accelerated method with heterogeneous material representa-
tion shortens the calculation with little loss of accuracy, making
it suitable for artistic interactions, particularly for material cutting.
However, since approximations are used for discrete divergence, ap-
propriate aspect ratios of tetrahedrons are necessary, or the results
may deviate from the accurate FE solution [AWB10].

5.1.3. Scene-based discretization

All the FD and FE schemes described above require physical consid-
erations to solve the discrete DEwith high accuracy. Since the calcu-
lation is complex, a simpler method of discretization is to use cubes
to represent the entire scene as voxelization. These approaches al-
low for the estimation of light transport in the medium using lattice-
Boltzmann lighting (LBL), which confines light propagation to only
six directions along the diagonals X,Y and Z [BPB*11].

Since the light propagation volume (LPV) [KD10] naturally fits
the discrete representation of materials, it is extended from indi-
rect illumination on the surface to light propagation in the medium,
known as SSLPV [BCK*11]. The SSLPV algorithmmainly consists
of two steps (Figure 16). First, in the injection step, the reflecting
shadow map (RSM) for each light source is generated to estimate
the incident radiance. The intensity of each texel is injected into the
LPV grid as an initialization. After that, the flux in each cell iter-
atively propagates to neighbouring cells. The results of each itera-
tion are accumulated to estimate the final output. This naive SSLPV
scheme can be further enhanced by incorporating extra single scat-
tering [KJ14], resulting in a more complete and efficient framework.

5.2. BSSRDF measurement

Estimating the BSSRDF generally requires the use of optical prop-
erties. This is a significant concern for heterogeneous materials be-
cause the characterizing of optical properties at all surface points
is complex. A common solution to this problem is to use a cam-
era to capture several photographs of real-world materials and then

Figure 16: Two steps of SSLPV. In the inject step (left), virtual point
light sources are created on the boundary of the object. Then light
is propagated among neighbouring cells (right). Figure reproduced
from Børlum et al. [BCK*11].

establish the appropriate parameters. With the captured data, the pa-
rameters can be fitted or sought using different inverse computation
models. In this section, we summarize these techniques with pho-
tographic estimation on a macroscopic scale. For more detailed and
microscopemodels to acquire optical properties, we recommend the
recent survey [FJM*20].

5.2.1. Parameters search

Tomeasure the parameters of BSSRDF, a finely focused white beam
and a three-CCD video camera provide an early and straightforward
configuration [JMLH01]. This setup can be improved with a more
complex configuration [GLL*04, TWL*05], or using various illu-
mination patterns [TGL*06, GHP*08] to simplify and shorten the
measuring procedure. For each xi, the impulse responses at all other
points xo are recorded, eventually producing the entire 4D diffuse
profile R(xi, xo). Using the 4D diffuse profile R(xi, xo) directly is
not a good choice. This is not only due to high frequencies and
large storage requirements, but also because the measurement pa-
rameters need to be used for arbitrary geometries. Therefore, fur-
ther optical properties should be explored, containing σs, σt , p(θ )
etc. Early methods frequently use the inverse equation of multi-
scattering [WMP*06, MSY09] or single scattering [NGD*06] to
predict properties in different translucent materials. All these meth-
ods strictly limit scene conditions, such as illumination, and attempt
to do the search using solely inverse scattering models (such as the
dipole).

The parameters in the BSSRDF measurement are only approxi-
mated using surface information. For a more physical and accurate
solution to obtain optical properties, inverse MC volume rendering
is used [DMZP14, SKCJ18]. The optimization problem related to
inverse scattering is typically solved via gradient descent. It requires
a large number of expensive rendering operations, resulting in high
computational costs. Therefore, various methods, such as material
dictionaries [GZB*13] and neural networks [CLZ*20] have been
proposed to accelerate this process. Recent research [DLW*22] hy-
pothesized that these volumetric parameters can be substituted with
BSSRDF profiles, leading to fewer samples per iteration. While in-
verse scattering is gradually replacing traditional BSSRDF mea-
surement, BSSRDFmay still be useful in inverse volume rendering.

© 2023 Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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Figure 17: The rendering objects with estimated BSSRDFs. The captured sub-surface scattering parameters are from a single image without
any other prior information. From left to right: grape, orange soap and wax. Images reproduced from Munoz et al. [MES*11].

Figure 18: The pipeline of compact R(xi, xo) representation. Figure reproduced from Kurt et al. [KÖP13].

Image-based transfer. In the parameter search, some special
techniques aim at changing material properties in images [KRFB06,
HR13], or transferring them to another object [MES*11, LDZ*11,
GDH*18]. Different from measurements, these techniques cap-
ture features from only single images. The key idea [KRFB06]
is that both the shapes and light environment of a target object
can be approximated from input images. Based on that, Munoz
et al. [MES*11] used single images to estimate BSSRDF. A lin-
ear system is defined and solved due to the one-to-one correspon-
dence between the rendering image and a single input image. Even
a single image with no further information can yield reasonable re-
sults (Figure 17). However, since the technique only uses informa-
tion from the source image, either the lack of translucency informa-
tion or the mis-estimation of 3D shapes in input images may result
in an erroneous assessment. Although the recent work [TYS*19]
used the correlation between sub-bands and colour distribution to
reproduce more accurate results, it ignored the potential light trans-
port in the medium. Conclusively, transferring translucent material
appearances is still challenging.

5.2.2. Data compression

The most significant disadvantage of using a 4D diffuse profile
R(xi, xo) is that a big dataset is required for a complete het-
erogeneous representation of the entire object. These spatially
varying parameters necessitate impractical memory, which is
typically measured in the tens of gigabytes. However, with the

locality and symmetry of the diffuse profile, there are often a
large number of repeated or empty elements in R(xi, xo), which
motivates research to compress it. Some approaches attempt to use
a compact representation that compresses the data while sacrificing
minimal accuracy. Figure 18 depicts a basic process to compress
R(xi, xo).

The measured R(xi, xo) is first represented as a matrix with rows
for xi and columns for xo [PvBM*06]. To compress the rows, a
re-parameterized d = xo − xi is applied first. Then a transforma-
tion is used to solve the high frequencies in R′(xi, d). A simple
transformation is to re-order the matrix element. Alternatively, a
more appropriate and adaptable transformation can be developed
using a genetic algorithm (GA) [Kur21]. After that, different matrix
factorizations [PvBM*06, KÖP13] can be applied, splitting the
measured data into low-dimensional matrices. Since single fac-
torization reduces the precision of matrix representation, repeated
factorization is a better solution. After the factorization has been
applied, the model error can be factorized again. This iterative
procedure yields a multi-term factorization [KÖP13]:

R′′(xi, d) =
T∑
j=1

gj f j(xi)hj(d), (27)

where T denotes the number of terms, gj is the scalar core tensor
and f j(xi) and hj(d) are the univariate tensor functions used in each
term. As T increases, the re-construction using univariate tensor
functions becomes increasingly accurate.
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5.2.3. Fabrication

On the other hand, besides rendering, BSSRDF measurements are
also used in physical reproduction, especially in 3D printing. Com-
pared to rendering, fabrication with 3D printers uses a set of basic
materials to reproduce translucent materials, which involves both
volumetric distribution and material properties. From the measure-
ment of the target material, early works tried to combine a set of
base materials with different optical properties to recover real mate-
rial BSSRDF profiles. Two concurrent techniques used layer prun-
ing [HFM*10] and clustering [DWP*10] to search for the optimal
stacked material combinations. Papas et al. [PRJ*13] adjusted pig-
ment concentrations to best reproduce the appearance of subsurface
scattering with only one clear base material, which makes it fit ho-
mogeneous sub-surface scattering better. However, a common lim-
itation among these methods is that, with the small number of base
materials used, they may fail to reproduce complex appearances
with rich chromatic variations that are outside the colour gamut.

With the improvement of full-colour printing, recent research has
focused on high-frequency features at high spatial resolutions. A
key challenge lies in the inherent translucency of materials. Due to
volumetric light transport between surface points on the coloured
materials, simply reproducing colour textures leads to significant
blurring of details. Although certain techniques [BAU15] use error
diffusion halftoning algorithms to ignore the full BSSRDF of an
object, a more accurate technique [ESZ*17] employs a general MC
simulation of volumetric light transport to optimize the volumetric
material arrangement. A heuristic is that higher-absorbing material
assignments should be steered toward the object surface to coun-
teract heterogeneous scattering. This method is further extended
to be capable of reproducing complex geometry [SRB*19]. While
MC simulation is expensive, the most recent technique [RSB*21]
introduces a deep neural network to predict the scattering within
the highly heterogeneous medium, performing around two orders
of magnitude faster than MC.

5.3. Translucency

Translucency from the backface is an important effect for thin ob-
jects that allows light to transport through with minimal energy loss.
The methods of pre-computation (Section 4.1), camera-light view
(Section 4.2.2) and discretization (Section 5.1) can consider translu-
cency naturally because they accumulate contributions from all in-
cident points. However, texture methods in texture space and screen
space cannot estimate translucency due to limited kernel size or
the lack of information from the backface. Therefore, translucency
should be added to scattering results in other ways.

One texture-based approach is to extend the TSM [DS03] to in-
corporate translucency. This involves storing the (u, v) coordinates
and depths of the surface towards the light source and estimating
translucency using image filtering on the TSM. Figure 19 illustrates
this approach, where shading point C is projected onto the TSM to
obtain its corresponding backface point A, and translucency is esti-
mated using the irradiance convolution around A. The convolution
kernel is re-written using the sums of Gaussians [dLE07]:

R(
√
r2 + d2) =

k∑
i=1

wie
−d2/viG(vi, r), (28)

Figure 19: Texture-based estimation of translucency. The translu-
cency at shading point C is approximated at point B. The point is
projected into TSM, using image filtering to calculate outgoing ra-
diance. Figure reproduced from d’Eon et al. [dLE07].

Figure 20: The comparison of thin ear rendering between (a)
the multi-pole [DJ05] and (b) fast skin translucency [JWSG10].
Though the looks do not match exactly, they both have a similar red-
to-black gradient. Image reproduced from Jimenez et al. [JWSG10].

where d is the thickness of the object. To simplify the calculation,
the convolution atC is substituted by point B along the reversed nor-
mal ofA. The thickness d can be directly estimated by d = m cos(θ ),
where m is the depth at A stored in TSM, and θ is the angle be-
tween the light direction and the normal at A. Based on observa-
tions that viewers paymore attention to visible surfaces, this method
can be further simplified. The information on the backface can be
approximated by surface properties on the front face [JWSG10].
Using approximations regarding front-face normal and irradiance,
the translucency at shading pointC can be estimated without saving
the irradiance of the backface, reducing both the required memory
and rendering time. This straightforward method can create real-
istic results for thin areas of human skin, such as hands and ears
(Figure 20). However, the use of shadow mapping can result in
some high-frequency characteristics that violate the low frequency
of translucency.
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Figure 21: Single scattering configurations. (a) Smooth Fresnel
boundary, (b) diffuse Fresnel boundary.

While texture-based translucency is limited to point light sources
with shadow maps, another way to estimate translucency is based
on the mesh to solve these problems [MR17]. To separate translu-
cency, the mesh surface A should be split into a back side A− and
a front side A+, dividing all vertices V into two subsets, V+ ⊂ A+
and V− ⊂ A−. Translucency at vo ⊂ A+ is calculated by summing
all contributions from V−. The mesh-based method is indepen-
dent of the light source, which avoids the constraints of shadow
maps (like many-light problems and environmental light). How-
ever, it introduces new limitations. When the mesh becomes com-
plicated, the pre-computation of texture storage takes a long time
and produces image quality issues that require additional memory
to fix.

5.4. Single scattering

Single scattering refers to light transport with only one scattering
event in the medium. The division is proposed due to observations
that the first-order solution L(1) of outgoing radiance strongly de-
pends on incident direction, whereas the difference (multi-scattering
Lm) between the full solution and L(1) is approximately indepen-
dent of it [HK93]. Although single scattering is often regarded as
inconsequential in most techniques for optically thick materials, it
nonetheless plays an important role in subsurface scattering, partic-
ularly near the incident point or with low extinction coefficients.

The single scattering term is typically evaluated as an integral of
the incident radiance along the refracted outgoing ray (Figure 21a),
as specified by Jensen et al. [JMLH01]:

L(1)
o (xo, ωo) = σs(xo)

∫
2π
Fp(ω′

i · ω′
o)

∫ ∞

0
e−σtcsLi(xi, ωi)dsdωi

=
∫
A

∫
2π
S(1)(xo, ωo; xi, ωi)Li(xi, ωi)(n · ωi)dωidA(xi),

(29)

where s is the path length of the refracted outgoing ray,
F = Ft (η, ωo)Ft (η, ωi) is the product of the two Fresnel trans-
mission terms, and ω′

i and ω′
o are the refracted incoming and

outgoing directions. σte = σt (xo) + Gσt (xi) is the combined extinc-
tion coefficient, where G is a geometry factor. The single-scattering
BSSRDF S(1) defined in the second line is a general form of single
scattering. Note that with the refracted outgoing direction, not
all the refracted incoming directions of Li(xi, ωi) can intersect it,
implying that a delta function is contained in S(1) implicitly.

This single scattering function is assumed to have smooth Fres-
nel boundary conditions and approximate the length of the beam
inside the medium with a shadow ray, ignoring refraction. Both of
these approximations result in low contributions, which is the main
reason why single scattering is omitted in most approaches. Since
many objects have diffuse exitant boundaries rather than smooth,
another function is presented in the sameway as the multi-scattering
(Equation 18), where the r(x, xr(t )) term is replaced by a single-
scattering response [HCJ13]. The main difference is that the scat-
tering points considered on the refracted incoming ray are inde-
pendent of the outgoing direction (Figure 21b). Since diffuse sin-
gle scattering is more significant, it is regarded as a non-negligible
part of the diffusion profile. While smooth single scattering works
better for objects with smooth surfaces, such as marble and milk,
diffuse single scattering is better suited to materials with rough
boundaries.

In practice, single scattering can be evaluated with MC integra-
tion. Several samples of distance are selected along the refracted ray.
The radiance at each sampling point is computed and accumulated.
Some early approaches attempted to speed up this procedure by us-
ing pre-computation [WTL05, XGL*07]. However, unlike multi-
scattering, it has the difficulty that L(1)

o is highly related to ωo,
which is unknown in the pre-computation step. The texture-based
method [FPBB08] can analyse single scattering using ray march-
ing, but it involves some planar approximations in object geometry.
A more accurate method is to use mesh-based models [WZHB09].
With several samples V along the camera ray, all surface points
P satisfying the condition are first found. Single scattering is then
obtained with light point L by creating LPV routes and summing
their contributions. This method can be improved with an inverse
idea [Hol15]. In contrast to searching surface points for each cam-
era sample, only the limited segment of the camera ray contributed
by each individual triangle is found. This large improvement can de-
liver higher-quality results in less time (Figure 22), although it still
falls short of interactive rates.

5.5. Heterogeneous model

Rendering heterogeneous materials is always challenging, which
most approaches that use surface BSSRDF strive to avoid. Despite
the fact that spatially varying optical properties are defined on the
surface, the BSSRDFmodels employed assume a homogeneousma-
terial with constant parameters when calculating at xo. It means
that these models can only consider optical properties at a single
point and lead to homogeneous profiles, which is a general prob-
lem shared by all BSSRDF models. In the early years, a compli-
cated sum of exponentials and a modulation pattern [FGCS05] are
used to mimic heterogeneous scattering profiles. The simpler SubE-
dit model [STPP09] accounts for the properties both at xi and xo, but
it cannot consider the optical properties in areas between them.

To solve this problem, a heuristic idea is to approximate the region
with variable optical characteristics between xi and xo by a homoge-
neous section with an average coefficient [SHK17]. First, a scatter-
ing region E is defined, which contains all light paths from xi to xo
(Figure 23). The region E is modelled as an ellipse, where the length
of the main axis is d = ||xi − xo|| and the minor axis can be seen as
the spatial spread [PAT*04]. The estimated averaged coefficients σ s
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Figure 22: Comparison between two mesh-based algorithms for single-scattering effects in approximately equal time. (a) Holzschuch
et al. [Hol15] (5.8 min). (b) Walter et al. [WZHB09] (64 samples, 6.2 min). (c) Photon mapping (1.8 M photons, 5.6 min). (d) From left
to right are zoom-ins of (a), (b) and (c). Images reproduced from Holzschuch [Hol15].

Figure 23: Parameter aggregation in heterogeneous media. The
scattering region E predicts the distribution of light in heteroge-
neous media (left). The average coefficients are estimated from sev-
eral samples in the ellipse (right). Figure reproduced from Sone
et al. [SHK17].

with the region E are as follows:

σ s = 1

AE

∫
E
σs(x)dx, (30)

where AE denotes the region volume. By projecting points in E
onto the surface, the coefficient samples σs(x) can be produced
through the properties specified on the surface. With this method,
Nakamoto and Koike [NK18] experimented with various BSSRDF
models to render heterogeneous materials and proved that the better
dipole [d12] is the most suitable.

Although the elliptical region is a good approximation, it may
omit some light paths. Simply enlarging the region can address the
problem, but it introduces a new issue: the loss of illumination fea-
tures. Elek and Křivánek [EK18] proposed a better data-driven ap-
proach to represent the average coefficients between xi and xo. The
parameter aggregation kernel k (equivalent to σ s) is represented as
a mixture of Gaussians. Since kG can be stored in textures, it avoids
the complex integration of MC in the aggregation of parameters. On
the other hand, while Sone et al. [SHK17] only consider the global
component without local effects, this full sub-surface transport is
expressed as the product of two local components and one global
component, which is more accurate with more local details.

5.6. Machine learning

Using machine learning to solve subsurface scattering problems has
emerged as an advanced idea in recent years. It does not rely on un-

derstanding the complex physical behaviours and rendering steps,
but instead learns the potential relationships from the results. Al-
though training takes some time, the calculation results can be ob-
tained quickly with a trained network. Machine learning has been
applied in many aspects of sub-surface scattering, and it still has
great potential.

Many traditional BSSRDF models have limitations from dif-
fusion theory, especially regarding the planarity of the surface
and the isotropy of light transport. To solve these limitations,
Vicini et al. [VKJ19] proposed a shape-adaptive learning model
for sub-surface scattering. A total of three neural networks (fea-
ture network, scatter network and absorption network) are com-
bined to learn from a reference dataset using MC simulation
(Figure 24). The sample distribution and sample absorption at the
outgoing point can be generated from the model using only a
few features (optical properties and surface geometry) as input.
This network-based model can produce results almost as accu-
rate as path-tracing while using less time. However, several restric-
tions persist, such as the diffuse distribution of outgoing radiance,
which may lead to errors in thin anisotropic materials. Leonard
et al. [LHW21] presented a sequence of neural network-based con-
ditional variational autoencoders (CVAEs) to solve this problem.
The CVAEs can determine the direction of outgoing light from a
reference distribution. This means that the local surface geome-
try does not have to be encoded explicitly, which is a significant
improvement.

In addition to traditional usage of rendering materials with known
properties, machine learning can also facilitate other aspects of sub-
surface scattering. Che et al. [CLZ*20] presented an inverse trans-
port network (ITN) to estimate the scattering parameters from single
images of an unknown translucent object, which is connected to a
differentiableMC renderer. Compared toAnalysis by synthesis in in-
verse scattering, ITN not only avoids costly optimization problems
and the requirements of complete scene conditions, but also solves
the difficulties of estimation accuracy without scene conditions and
generalization. On the other hand, since MC light transport simula-
tion is expensive in 3D printing fabrication, Rittig et al. [RSB*21]
leveraged a deep neural network to predict the surface appearance
of scattering within a highly heterogeneous medium. With similar
quality levels, it can significantly optimize 3D print preparation for
full heterogeneous materials.
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Figure 24: The architecture of the learned BSSRDF (top) and its rendering results of the translucent soap block (bottom). The input features
are first transformed by a deterministic feature network (green), then shared by a scatter network (outputs 3D sampled position) and an
absorption network (outputs radiance absorption). Compared to Photon Beam Diffusion [HCJ13], this learned BSSRDF produces a more
realistic appearance and lower error. Figures reproduced from Vicini et al. [VKJ19].

As the combination of machine learning and computer graphics
becomes popular in these years, we are pleased to see that some
typical problems are gradually being solved. Although the use of
machine learning in sub-surface scattering is still in its preliminary
stage, more related work is expected to be seen in the future. With
the proposal of differentiable MC rendering, applying it to in-
verse scattering may be a significant improvement. On the other
hand, some remaining problems in sub-surface scattering (such as
the sample distribution in Point-Patch methods) may also be well-
addressed with neural networks.

6. Remaining Challenges

The approaches discussed in this study cover most of the subsurface
scattering problems. Even though scattering effects can be produced
with high accuracy or efficiency, challenges remain that need to be
explored further, with some open problems. In this section, we dis-
cuss some limitations of current BSSRDFmodels and suggest future
research directions that we believe are worth investigating.

Limitations of BSSRDF. Surface BSSRDFmodels typically rely
on simplified assumptions to facilitate the difficult physical proce-
dure of light transport between two points. However, in practice,
these assumptions are frequently violated, leading to errors in the
resulting images. That is the main reason for some researchers to

re-focus on MC path tracking [Kd14, KGV*20]. We summarize the
main two remaining limitations as follows.

• Planar geometry. The smooth surface assumption means the
path of light transport can be approximately estimated using
the direct distance between xi and xo. While this approxima-
tion is effective in many cases, significant artefacts arise on
occasion in high-curvature areas. The surface complexity has
a significant impact on two aspects: the path length of light
transport and sample distribution. The real light transport in
the medium is often longer than r = ||xi − xo||. For sample se-
lection, projecting samples onto the real surface [MKB*03b,
KKCF13] does not directly satisfy the importance of sam-
pling with PDF. Even machine learning [VKJ19] struggles to
obtain a fit PDF. Correctly adjusting the distance and find-
ing a superior PDF on a complicated surface both remain
challenges.

• Isotropy. The isotropy of light scattering is derived from a series
of scattering events and shared by most BSSRDF models (defin-
ing g= 0). Though scattering anisotropy can be approximated as
isotropic with the similarity relation, it is insufficiently accurate,
particularly for high anisotropy [FD17]. A broader perspective is
that, except for g, both σs and σa are also related to radiance di-
rection. The isotropy characteristic assumes that collision parti-
cles in the medium are spheres, such that the scattering behaviour
is the same regardless of the direction from which the radiance
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originates. However, most media in reality are anisotropic sys-
tems with non-spherical particles. Jakob et al. [JAM*10] have ex-
plored this topic in detail with complex calculations.We hope that
a more comprehensive and practical solution can be presented in
the future.

Material perception. BSSRDF models typically use optical
properties to describe potential light transport. However, the hu-
man visual system favours a more intuitive way of recognizing
translucent materials, which involves research in material percep-
tion [GTHP21]. Although the perception of translucent objects de-
pends on optical properties such as the phase function [GXZ*13],
these are complex and not intuitive to users. A more suitable vi-
sual perception of translucency comprises several low-level image
cues [FB05], including highlights [Mot10], colour [LSX22], object
size, edge [GWA*15] and lighting direction [XWG*14]. With these
intuitive parameters, rather than physical ones, there is significant
potential to develop a more user-friendly BSSRDF model. Since
the Disney ‘principled’ BRDF [Bur12] serves as a good example, it
may be a solution to use more observable and intuitive parameters,
such as glossiness (related to highlight) and blurriness (related to
edge), which may not necessarily be physically correct.

Screen spacemethods. As themost efficient type of approach for
sub-surface scattering, these methods use only information from the
screen space and are commonly used in production. However, their
accuracy is limited by a lack of geometrical information, specifically
the varied depths of selected samples in the screen space. Golubev
et al. [Gol18] proposed a function extended from the normalized
reflectance profile [Chr15] to consider the depth of the sample in
the screen space. Unfortunately, it only meets energy conservation,
which is not a strict representation of MC integration. We believe
that a more detailed consideration of depth will be a great improve-
ment in screen space approaches. On the other hand, the incident
direction is also an important factor that influences the scattering
effects that are often ignored in screen space methods. Although
light directions can be easily determined in the render pipeline, ac-
counting for them in subsurface scattering remains a challenge.

Translucency model. Most efforts on the translucency part of
sub-surface scattering that we reviewed concentrate on acquiring
information from the backface. Few of them pay attention to ob-
taining an accurate translucency profile T (xi.xo), as opposed to the
reflectance profile R(xi.xo). Backface irradiance can be obtained us-
ing the methods described in Section 4.2. However, a persistent is-
sue is that these methods use reflectance models [JMLH01] to es-
timate both reflectance and translucency, which is fundamentally
unsuitable to address translucency. Although combining the two
can be convenient, it is not a good enough method to be accu-
rate. The multi-pole models [DJ05] and QD [dI11] models present
transmittance profiles with sophisticated calculations that are hard
to implement in practice. Although the weighted sums of Gaus-
sians [dLE07] can fit them well, their parameters are not intuitive.
Therefore, there is a need for a user-friendly, accurate and simple
translucency model.

Heterogeneous material measurement. The acquisition of vari-
able parameters is a complex process in capturing and re-rendering
systems. Aside from varied settings, the scene conditions should
also be strictly calibrated. Although some capture methods with

only single images have been proposed [MES*11, CLZ*20], none
of them can be applied to heterogeneous materials. With the resur-
gence of MC path tracing in recent years, we believe that the rep-
resentation of volumetric parameters will become an important is-
sue in capture and re-rendering systems. Gkioulekas et al. [GLZ16]
have taken the first steps toward it by providing a framework to
evaluate heterogeneous inverse scattering from simulated measure-
ments. Furthermore, using low-cost methods in the capture is also
an aspect that should be considered. Such simplifications can even
offer the possibility of extending the measurement from RGB to the
full spectrum [IRN*22].

Extension to more materials. Researchers are continually look-
ing for a universal method to render most translucent materi-
als. However, it is challenging for complicated and diverse struc-
tures made of special materials. Various modelling and render-
ing methods are proposed for weathered stone [DEJ*99], quasi-
homogeneous materials [TWL*05], leaves [HKW07] and human
skin [DWd*08]. These methods have been adjusted to different
degrees to better adapt to materials, such as modifications of pa-
rameters or special physical behaviours. We believe that special-
izing in scattering methods is a necessary step toward improv-
ing the rendering of specific materials. Yan et al. [YSJR17] used
the dipole [JMLH01] to simulate multiple scattering between hair
strands, demonstrating that BSSRDF models can be used for more
than just translucent materials. We expect that the BSSRDF models
will also perform well on other small-scale objects, such as granular
materials [MPH*15].

7. Conclusion

In this survey, we discuss various issues and solutions related to sub-
surface scattering. Although some recent research has re-focused
on path tracing, the main direction of radiance estimation still in-
volves using surface information rather than volume in real-time
applications. We have summarized different theoretical, empirical
and re-rendering BSSRDFmodels. These models aim for precision,
efficiency or special representation. Meanwhile, we have mainly re-
viewed acceleration techniques in sub-surface scattering. Further re-
lated topics can provide a more comprehensive description of effi-
cient translucent material rendering and make the BSSRDF more
practical in production. This study aims to be a valuable resource
for researchers interested in sub-surface scattering. It can help read-
ers quickly understand the latest developments in this field and the
remaining challenges worth investigating. We hope that this report
can provide some inspiration for researchers and lead to an improve-
ment in the rendering of translucent materials.
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